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Agenda

Introduction

@ Exercise 1: Deep learning in 6 lines of code

Deep Learning Fundamentals

@ Exercises 2 and 3: Exploring pretrained networks/Classifying handwritten digits
@ Exercise 4: Transfer Learning — OR - Signal Classification Exercise

@ Optional: Deploying Deep Networks— OR — Improving Network Accuracy

Conclusion
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What is Deep Learning?

= Subset of machine learning with automatic feature extraction
— Learns features and tasks directly from data

= Accuracy can surpass traditional ML Algorithms

Deep Learning

Machine ,
L ear n i n g = - 1 CONVOLUTIONAL NEURAL NETWORK (CNN]) CAR V

LEARNED FEATURES !935/] TRUCK X

Deep
Learning

L]
2%

BICYCLE X
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Deep Learning Workflow

PREPARE DATA TRAIN MODEL

DEPLOY SYSTEM

cudaMalloo(6gpu.{nputdata, 183480N
& incept. . @ incepti @ incepti. & incept

cudaMencpy { (void *)gpu
T 1 1 N -

@ incepti... & incepti.. @ incepti... & incepti... o_Deeplearningletwork p ' :
vl
' ! ' cudaMonepy (ob§->inputDats, lgpw dear
& incepii.. @& incepti...& incepti... &€/ -
: ! . ob)->predict() ‘ 1‘ .
— 4 — “ |~ J-'
& incepti...® incepti.. p cudaMencpy (gpu_out, obger
=, > ¥
w-ifcepti...
|
& pool5-...
¥
& poolS5-. .

.
¥

d_Desplearninglatyork _yr

The data must be labeled
and preprocessed to give
accurate results

Build a neural network that Integrate your trained
learns from your dataset model onto embedded
hardware or cloud
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Deep Learning Examples

- $10m’s spent on land seismic acquisition each year.
« Terrain type very important to daily shot target.

+ Currently manually drawn polygons on satellite/drone

images + direct site visits - weeks.

+ We replace whole workflow with DL semantic segmentation

approach (segnet).

Tumor ROI in yellow.

CNNs for Digital Pathology Analysis

3

LIDAR-Based Sensor Verification

Equipment Classification
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Genentech

Caterpillar
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MATLAB’s deep learning workflows were designed for

engineers and scientists in many domains
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Deep Learning Models are Neural networks

= Deep neural networks have many layers
- Data is passed through the network, and the layer parameters are updated

(training)

e e
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Deep Learning Networks Take in Numeric Data

199 206 208 201 188 178 165 164 180 J

202 205 202 188 176 169 178 186 183 ’\d/ /\ ) /\
203 206 189 178 181 183 182 154 87 . WA ,/\s\/\.,, /'! \ 1\—"{\\ A NS g
203 192 184 186 177 167 153 181 192 f

191 182 17¢ lee 153 141 136 180 227
| |16 165 154 154 138 137 169 170 211

158 150 145 183 144 156 158 154 179 131 158 185 212 239 206 293 320 347 374 376
143 51 98 144 129 130 143 178 123 ] ]
107 50 33 95 152 173 192 159 87 S|gna|S are numeric vectors

104 100 84 120 132 172 131 64 94
119 101 91 81 90 109 87 106 111
127 122 110 91 108 120 133 131 134
111 117 108 119 131 143 146 141 156
126 122 113 119 139 142 155 16l 151

R The Bird Flies =[0 13 5 6]
The Leaf Is Brown=[13 3 11 2]

Images are a numeric matrix

Text is processed as numeric vectors

Deep Learning Documentation 10
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Exercise 1 — Deep Learning in 6 Lines of Code

Purpose: & Figure - o0 X
. . . File Edit View |Inset Tools Desktop Window Help ~
= Ensure MATLAB Online is running AnGgsanasE
properly Category - peppers

= Use a neural network to classify an
Image

To Do:

1. Open
work_deeplearningin6lines.mix

2. Follow along with instructor

11
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We Can Build Networks from Scratch or Use Pretrained Models

= Pretrained models have predefined layer orders and parameter values

= Can be used for inference without training

AlexNet / \
- Inception-v3
VGG-16 ResNet-18 P SqueezeNet
- DenseNet-201 ' -
VGG-19 ResNet-101 MobileNet-v2
- Xception
GoogLeNet ResNet-50 P ShuffLeNet
\ / / \ . . /
Get started \ Effective for object detection and Lightweight and
with these semantic segmentation workflows computationally
Models efficient

Full list of models available HERE

12
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Access Pretrained Models from Within MATLAB
or Import from the Web

1 TensorFlow +Q+’ Caffe2 O PyTorch

e N |
4] [ &

Caffe importer MATIAR O N N X
Caffe

Keras importer

13
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Exercise 2 — Pretrained Models

Purpose:
= Classify Images using pretrained Pick a network to load in.
m O d e | S . i # convi-relu_Tx7
net = [goomenet v
= See how different network alexnet
architectures affect results. Inspec %9t
vgg16
= Use datastores to access data % Inspi
Lo ° resnetd0
efficiently - L
net.La:
inceptionv3
% Inspi t
To Do: % Look|
nasnetlarge
. classe:
1. Open work_pretrainednetworks.mix.

14



4\ MathWorks

Pretrained models aren’t always enough. We may have to
build and train networks from scratch

PREPARE DATA TRAIN MODEL DEPLOY SYSTEM

@ Model design and et ios gpu pebdaea
tunin g cudalencpy { (void *)gpu_siputdata
o_Deeplearningtetwork pred <
H a rdwa re- cuanoncpy(obj-)&npuﬂ};r', i i‘. Al
oby~>predict() r‘ -
cudaMencpy (gpu_ouk, obIss
d_Deeplearningletyork _yl"

ot

2o gccelerated
training

:}_ Model exchange
m across frameworks

15



Creating Layer Architectures

Convolution Neural Networks — CNN
Special layer combinations that make them adept at classifying images

Convolution Layer
RelLU Layer
Max Pooling Layer

4\ MathWorks
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Convolution Layers Search for Patterns

These patterns would be common in the number O

17
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All patterns are compared to the patterns on a

new image.
Bl B EE R BB
H B B EEREE BN

Pattern starts at left corner

Reach end of image
Repeat for next pattern

18
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Good pattern matching in convolution improves
chances that object will classify properly

= This image would not match
well against the patterns for the
number zero

= It would only do . .
very well against . .
this pattern

19



Rectified Linear Units Layer (RelLU)

Converts negative numbers to zero

‘ MathWorks

20



Max Pooling Is a down-sampling operation

Shrink large images while preserving important information

3 4 8 3 2x2 filters 4 8

1 4 6 5 Stride Length =2 5 6

4\ MathWorks
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Classification Problems End with 3 Layers

= Fully Connected Layer
— Looks at which high-level features correspond to a specific category
— Calculates scores for each category (highest score wins) 1-

= Softmax Layer
— Turns scores into probabillities.

- Classification Layer -6
— Categorizes image into one of the classes that the network is trained on

Note: Regression problems end with a fully connected layer and regression layer

22
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How Do | know Which Layers to Use?

Feature Extraction - Images Activation Functions

« 2D and 3D convolution * RelLU
« Transposed convolution (...) « Tanh(...)

Sequence Data

Signal, Text, Numeric Normalization
« LSTM * Dropout
e BILSTM « Batch normalization
« Word Embedding (...) ¢« (...)

Research papers and doc examples can provide guidelines for creating
architecture.

Documentation on Network Layers

23
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3 Components to Train any Network

I|‘|l| ! Data @ Ne_twork Training
Architecture Options

Preparation

“‘How much data Define inputs and Influence training
do | need?” layers for deep time and accuracy
l learning model
Solver Type
« [|nitial Learn Rate
It dei\elrj((j)s_l._. -but Minibatch Size

Max Epochs

24
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Exercise 3 - MNIST

Purpose:

= Learn how to create and train deep
neural network

« Use MATLAB'’s Deep Network Designer
- Explore hyperparameters

Details

= Dataset consists of handwritten digits 0-9
= 60,000 training images

= 10,000 test images

Sources:  http.//vyann.lecun.com/exdb/mnist/
https.//rodrigob.qgithub.io/are we there yet/build/classification datasets results

25
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Experiment Manager — Run, Track, and Analyze Multiple Deep
Learning Experiments

[ BN Experiment Manager

EXPERIMENT MANAGER

sev - @ p@E BT

New ol 25 Layout Run Stop | Training Confusion | Filter = Export
- Duplicate - Plot Matrix = -
FILE EMVIRONMENT RUN REVIEW RESULTS | FILTER | EXPORT r
EXPERIMENT BROWSER o Baseline Tuning Baseline Tuning | Result1 = o
~ [=] DigitsClassifier
~ /&, Baseline Establishment Wbt
FH sweep Initial Learning Rate Baseline Tuning 2/7/2020, 12:53:36 P I 7116 Trials
EH Baseline run e @ Complete 7 & Stopped 0 O Error 0
~ [ Baseline Tuning O Running 1 = Queued 8 X Canceled 0
[F Result1 (Running)
[EH Larger Initial Leaming Rate Range
E Sweep Learning Rate Conv Size and H
E Add Conv-Batch-Relu Banks Trial Status Progress Elapsed Time mylinitialLearn... convFilterSize Training Accu... Training Loss Validation Ac..
[ Vary Filter Size of First Conv2D Layer |1 & Complete I 100.0% O hr 0 min 16 sec 1.0000e-5§ 3.0000 12.5000 2.6441 10.
B Train Validation Spiit Study 2 & Complete I 100.0% O hr O min 15 sec 1.0000e-5 3.0000 25.7813 2.1228 20,
3 & Complete I 100.0% O hr O min 14 sec 0.0001 3.0000 64.8438 1.0878 42
4 & Complete I 100.0% 0 hr 0 min 16 sec 0.0005 3.0000 90.6250 0.4648 49
5 & Complete I 100.0°% 0 hr 0 min 15 sec 1.0000e=6 4.0000 11.7188 2.4967 6.
[ & Complete I 100.0% 0 hr 0 min 15 sec 1.0000e-5 4.0000 23.4375 2.1213 14
77 @ Complete I 1 0. 0% 0 hr 0 min 17 sec 0.0001 4.0000 72.6563 1.0283 39
8 © Running o I 0. 7% 0 hr 0 min 4 sec 0.0005 4.0000
9 '= Queued N I 0.0% 1.0000e-6 5.0000
10 = Queued W I 0.0% 1.0000e-5 5.0000
11 = Queued N I 0.0% 0.0001 5.0000
12 o I 0.0% 0.0005 5.0000
13 N I 0.0% 1.0000e=6 6.0000
14 N I 0.0% 1.0000e-5 6.0000
15 N I 0.0% 0.0001 6.0000
16 u I 0.0% 0.0005 6.0000
14

26
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Transfer Learning Workflow

Load pretrained network Replace final layers Train network Predict and assess

— network accuracy
Training images

Early layers that learned Last layers that New layers to learn
low-level features learned task features specific [
(edges, blobs, colors)  specific features to your data

——

Test images
Training options

1l i

1 million images Fewer classes 100s images
1000s classes Learn faster 10s classes

Trained Network

27



Transfer Learning Workflow — Step 1

Load pretrained network

Early layers learn low- Last layers
level features (edges, learn task-
blobs, colors) specific features

( A | {—A—\

1 million images
1000s classes

4\ MathWorks

28



Transfer Learning Workflow — Step 2

Replace final layers

New layers learn
features specific
to your data

——

Fewer classes
Learn faster

‘ MathWorks

29



Transfer Learning Workflow — Step 3

Train network

Training images
’A Training options

100s images
10s classes

‘ MathWorks

30



Transfer Learning Workflow — Step 4

Predict and assess
network accuracy

Test images

‘

[ Trained Network }

‘ MathWorks

31
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Transfer Learning Workflow

Load pretrained network Replace final layers Train network Predict and assess

— network accuracy
Training images

Early layers that learned Last layers that New layers to learn
low-level features learned task features specific [
(edges, blobs, colors)  specific features to your data

——

Testimages
Training options

1l i

1 million images Fewer classes 100s images
1000s classes Learn faster 10s classes

Trained Network

32
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Transfer Learning

Classification:

Color Shape: Size:

H-N-E-E-B-

Input

Convolution Convolution Convolution Fully connected,
T o + classification,
Downsampling Downsampling Downsampling output

4 MathWorks

33
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Transfer Learning

Color

Yellow

Shape:

Curvy

Classification:
Size: “Dog”

Small

H-E-E-E-N- -

Input

Convolution
+

Downsampling

Convolution
+

Downsampling

Convolution Fully connected,
+ classification,
Downsampling output

4\ MathWorks
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Transfer Learning

Classification:

Color Shape: Size:

-H-H-H-H-8-

Input

Convolution Convolution Convolution Fully connected,
T o + classification,
Downsampling Downsampling Downsampling output

‘ MathWorks

35



Transfer Learning

Classification:

Color Shape: Size:

Boxy “Tiger”
Yellow Large

‘ MathWorks

~—H-H-H-E-N- ~

Input

Convolution Convolution Convolution Fully connected,
T o + classification,
Downsampling Downsampling Downsampling output

36
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Transfer Learning

Classification:

Color Shape: Size:
13 H b
Boxy Tiger
Yellow Large
a—H-H-B- B ~
Input Convolution Convolution Convolution I Fully cg_nne.cted,
o o + classification,
Downsampling Downsampling Downsampling output

37



Transfer Learning

Color Shape: Size:
Boxy
Yellow Large
InDUt Convolution Convolution Convolution
+ + +
Downsampling Downsampling

Downsampling

____1______

‘ MathWorks:
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Transfer Learning

Classification:

Color Shape: Size:

-H-H-H-E-5-

Input

Convolution Convolution Convolution Fully connected,
T o + classification,
Downsampling Downsampling Downsampling output

‘ MathWorks
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Transfer Learning

Color

Yellow

Shape:

Boxy

Classification:

Size:
“Semi truck”

Large

h ‘.ﬂ . ‘. D . q.q “Semi truck”

Input

Convolution
+

Downsampling

Convolution
+

Downsampling

Convolution Fully connected,
+ classification,
Downsampling output

4\ MathWorks

40



Exercise 4 — Transfer Learning

Purpose:

= Use transfer learning to leverage
a pretrained model to classify 5
types of food

= Visualize activations within a
network

To Do:

1. Open
work_pretrainednetworks.mlx.

4\ MathWorks
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Techniques Covered so Far

1. Train a Deep Neural Network from Scratch

2. Fine-tune a pretrained model (transfer learning)
e

e

Convolutional Neural Network (CNN)

Learned features '95%7
3%

129,

( Fine-tune network weights

Car v

Truck x
o

L
Bicyclex

Pretrained CNN -y New Task < Car ‘/
Truck x

4\ MathWorks
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Deep Learning and Machine Learning Combined

3. Extract features with a pretrained CNN model
Machine Learning Model

| SVM, Car v
Pretrained CNN : Decision
Tree etc. Truck %

Click HERE to learn more about Machine Learning with MATLAB

4\ MathWorks

43
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Deep Learning Workflow — Prepare Data

PREPARE DATA TRAIN MODEL

O Data access and

S Model design and

tuning

Hardware-
accelerated
training

_Dﬁl Simulation-based
data generation

- . Model exchange
<3)" Ground truth labeling aCroSsS frameW%rks

DEPLOY SYSTEM

cudabencpy { (void *)gpu_ik
o_Deeplearningtetwork p

ol
cudaMencpy (ob) ->Snpuf.3} L

WAV
oby->predict () - r
cudaMencpy (gpu_ouk, ogj-)
d_Deeplearningletyork _'y‘:'

44



How do | label my data?

Image Labeler
+ Video labeler

IT_IMM%

EU] j H @ ZoomIn [T Defaut Layout Algorithm:
L | i -
- Zoom Out Show Rectangle Labels . Select Algorithm +
New Load Save  Import Automate Export
Session ¥ ¥  Labels + Pan | Show Scene Labels Labels w
FILE MODE VIEW AUTOMATE LABELING EXPORT Y

Signal Labeler
+ Audio Labeler

| ROI Label Definition | | Image |

E‘I:II:' Define new ROI label
Load images to start labeling.

To label an ROI, you must first define one
or more of the following label types:

- Rectangle label
- Pixel label

| Scene Label Definition |

ED:, Define new scene label

Apply to Image

Remove from Image

To label a scene, you must first define a scene
label.

4\ MathWorks
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How do | label my data?

&\ MathWorks:

Image Labeler
+ Video labeler

En Audio Labeler - Counting-16-44p1-mono-15secs.wav

Primary Sou...
Load Save Import

v v v % Settings
FILE DEVICE

egend

Data Browser

Speechto | | Export
Detector Text S

AU

OMATION EXPORT

¥ Audio Files

>

Ambiance-16-44p1-mono-12secs.wav
AudioArray-16-16-4channels-20secs.wav

Signal Labeler
+ Audio Labeler

Churchlmp ponse-16-44p1-mono-5secs.w...
| Click-16-44p1-mono-0.2secs.wav

| Counting-16-44p1-mono-13secs.wav
Engine-16-44p1-stereo-20sec.wav
FemaleSpeech-16-8-mono-3secs.wav
FunkyDrums-44p1-stereo-25secs.mp3

| FunkyDrums-48-stereo-25secs.mp3

| Heli_16ch_ACN_SN3D.wav
|JetAirplane-16-11p025-mono-16secs.wav
Laughter-16-8-mono-4secs.wav
MainStreetOne-24-96-stereo-63secs.wav
NoisySpeech-16-22p5-mono-3secs.wav
|Rainbow-16-8-mono-114secs.wav
iRainbowNoisy-16-8»mono-1Msecs,wav v

W Audio File Info

-15secs.wav:

Counting-16-44pl-

Channels: 1

Compressio
Bit Depth: 16 bits/sample
Location: C:\MATLAB\R2019b_Bash\toolbq

LABEL RECORD P Cleanup (o > =0 O

O H g AudicPeyer ] Default Layout .ﬂw
= S Ep
Speech

T = 00:00:00.000

Ready

ROI Labels

Samples Underrun = 0

46
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Deep Learning Workflow — Deploy System

PREPARE DATA

(O Data access and
N\ preprocessing

)" Ground truth labeling

Simulation-based
data generation

TRAIN MODEL

&

3.

Model design and
tuning

Hardware-
accelerated
training

Model exchange
across frameworks

DEPLOY SYSTEM

. Embedded Devices

Enterprise Systems

Edge, cloud,
desktop

47
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Deployment and Scaling for A.l.

Embedded Systems

/ \ “"“‘ /Enterprise Systems\

48
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Embedded Deployment — Automatic Code Generation

I )

)

MATLAB Code Auto-generated Code Deployment
(C/C++/CUDA) Target

49



4\ MathWorks

Deploying Models for Inference

Generation

NVIDIA, the NVIDIA logo, and TensorRT are registered trademarks of NVIDIA Corporation
Intel logo is a registrered trademark of Intel Coroporation

S

NVIDIA.

Intel

GRAPHICS

RADEON

GRAPHICS (iﬂtél)

50
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R2020a

GPU Coder Inference Performance with ResNet-50 on Titan V
Batch 1

909

489

331

Images/Second

GPU Coder + GPU Coder + GPU Coder +
CuDNN (FP32) TensorRT (FP32) TensorRT (INT8)

Intel® Xeon® CPU 3.6 GHz - Titan V - NVIDIA libraries: CUDA10.0/1 - cuDNN 7.5.0 51



Deploy to Enterprise IT Infrastructure

MATLAB

-

Request
Broker

'V ¥ Y Y
VvV

Production Server

Databases Streaming

Cloud Storage Dashboards

Containers Custom Tools

Cloud & Datacenter Infrastructure

4\ MathWorks
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Generate GPU Code for Deep Networks

GPU Coder

Generate Code for Deploying Deep Networks

&\ MathWorks
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Why Use MATLAB?

MATLAB supports the data preparation,
training, and deployment workflow

el el i e el el

—3 cT:,f_.”_, SENSOR IlATA ANALYSIS"‘”'“‘E
"&EZ"&’.IMAGE PROCESSING® MA‘!‘LAB has sp_emghzed DL tool;
== - SELRRIcEsSING . designed for scientists and engineers

N-DIVOLUMES ===

N.ITURI.[ LANGIJAG[ """"

F TensorFlow 2 Caffe2  © PyTorch

Keras

— MATLAB interoperates and

Gaffe mporter enhances Open Source frameworks
Caffe

54



Selecting a Network Architecture

Image Signal or
Data Text Data

nr*r'-—-l-—ﬁ*ﬁ—‘* -
-&-u-ﬂ-q-rh-wi-n---

EEs

S

English v Sentiment v Graphical v

1) - -~
| DTSR gne |~ Canon Ixus| in Madrid on March 4, The
2] 8 3] .0 .
[ Panasonic Lumix| [CET TR LT aa il but the | Canon|| cameral is
3)
l all All | want when taking photos is point it and then just press the

0 e @
button. For only 200 dolars, a m,ﬂiﬁ- this |~ cameral is
0. 0

| S et 2adided.

0. ;
| John Faraday vas

LSTM or CNN

LSTM = Long Short Term Series Network (more detail in later slides)

4\ MathWorks
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Signal Processing Architectures

Convolutional Neural Networks (CNN)

5 (| 3 s (| 3 5 (| 3 5 ||z s8g
: o o= i : m 3
— & = E E=] g5 O =] E o=
z e 8 —| 2 218l —| 2 (o) 2|... 3|=8)8| —|ec58F
2 & = | = =2 |'D— Z2 ||=® -g O pnsEl
§ |8 § (|2 S ||%8| & § ||=E|| & z§¢
% . o '2' S I.EETE
o @ ] @

Long Short Term Memory (LSTM) Networks

- G [ HI E a2 i

&
QO

Feature Engineering
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| was born in France...

... | speak ?

4\ MathWorks
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Recurrent Neural Networks
Take into account previous data when making new predictions

Output is used with next time step

—

-

~

— O

4\ MathWorks
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| was born in France...

[2000 words]

... | speak ?

4\ MathWorks
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Long Short-Term Memory Network

Recurrent Neural Network that carries a memory cell (state) throughout the process

Output is used with next time step

Ll - B

60



Examples in MATLAB Documentation

Trning Gt raanen 1

Mo et o g

4 " Tn:ﬁm
Sequence Classification
Using Deep Learning

Classify sequence data using a long
short-term memory (LSTM) network.

Open Live Script

Irmming Gt

thunNderstonm s

daﬁ%e COU n ty water

seaie WINA RS
. ranﬁ;‘;ﬂtreesmm?@d

v
Irvr"mn

Highway

= SNOW o e = fell
several araa |nches ot

heavy QLIS IS .—.1 ng_.ﬁ own

ﬂoodlng On\gasured

Y L
Classify Text Data Using
Deep Learning

Classify text descriptions of weather
reports using a deep leaming long
short-term memory (LSTM) network.

Open Live Script

yreport df’_eai;;

Time Series Forecasting
Using Deep Learning

Forecast time series data using a
long short-term memory (LSTM)

network.

Open Live Script

A
Generate Text Using Deep
Learning

Train a deep leamning long short-
term memory (LSTM) network to
generate text.

Open Live Script

TR EN

i 4 - - - - - - - -

Speech Command
Recognition Using Deep
Learning
Train a simple deep leaming model
that detects the presence of speech
commands in audio. The example
uses the Speech Commands

Open Script

shall GO0 e
ReVer say e pink Wt

mlgmmnDalC kI"IO‘W come “ =

st

s':iter time = wellggain
o I:nl;ilc her;se?rM rBannoewln'"L“h,.\.
ey Elizabethu. ==

nc.‘d'ul'u —
e Bmgley though g

pa wish s
Foutt happy

4
Pride and Prejudice and
MATLAB

Train a deep leaming LSTM network
to generate text using character
embeddings.

Open Live Script

Trmining Sequnce 1 Faatie |

e

]
——

i

4’ R S
Sequence-to-Sequence

Classification Using Deep
Learning

Classify each time step of sequence
data using a long short-term
memory (LSTM) network.

Open Live Script

Ratstat (= R
“* Cat Tur!la g MEVEF DI
e hireglf Queen Grphon,

" g gay |IkEu\€:u|Ie
e KNOW |00!< .Ec.cur thingosmaes

_Hatter fhink ﬂ off
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Word-By-Word Text
Generation Using Deep
Learning

Train a deep learmning LSTM network
to generate text word-by-word.

Open Live Script

Sequence-to-Sequence
Regression Using Deep
Learning

Predict the remaining useful life
(RUL) of engines by using deep
learning.

Open Live Script
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Classify Out-of-Memory

Text Data Using Custom
Mini-Batch Datastore

Classify out-of-memory text data
with a deep leaming network using a
custom mini-batch datastore.

Open Live Script
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Purpose:

« Use LSTM to classify ECG signal as
normal heartbeat or Atrial Fibrillation

= Perform preliminary feature

1.

engineering and view difference in il
results. EMWWN¢H¢Wﬂ“W“AMWW
& ”
To Do: b igna
Open H \n H \h 'h' M\ W | MM U | ‘ | NW | ” i I
work_ClassifyECGSignals.mlx. W 1l H I \"

Exercise — ECG Signal Classification

The spectral entropy measures how spiky flat the spectrum of a signal is. A signal with a spik]
spectral entropy. The pentropy function estimates the spectral entropy based on a power sp
spectrogram which results in 255 time windows for a signal of 9000 samples. The 255-long ti

Visualize the spectral entropy for each type of signal.

[pentropyA,tA2] = pentropy(aFib,fs);
[pentropyN,th2] = pentropy(normal,fs);

plotPentropy(tN2,pentropyl,thA2, pentropyh);

Normal Signal
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https://www.mathworks.com/services/training.html
https://www.mathworks.com/services/consulting.html
https://www.mathworks.com/support/contact_us.html

Further Learning and Teaching

Deep Learning Onramp
— 2 hr online tutorial

Deep Learning Workshop
— 3 hr hands on session
— Contact us to schedule

Deep Learning Training
— 16 hr in depth course
— Online or Instructor Lead

Teaching Deep Learning with

MATLAB

— Curriculum support

Deep Learning
Onramp

Teaching
Deep Learning
with MATLAB

&
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https://www.mathworks.com/learn/tutorials/deep-learning-onramp.html
https://www.mathworks.com/training-schedule/deep-learning-with-matlab.html
https://www.mathworks.com/academia/courseware/teaching-deep-learning-with-matlab.html
https://www.mathworks.com/academia/courseware/teaching-deep-learning-with-matlab.html

Thank you!
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