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What’s Machine Learning About?

THIS 1S YOUR MACHINE LEARNING SYSTET]?

YUP! YOU POUR THE DATA INTO THIS BIG
PILE OF UINEAR ALGEBRA, THEN COLLECT
THE ANSLJERS ON THE OTHER SIDE.

WHAT I THE ANSLERS ARE LJRONG? )

JUST STIR THE PILE. LNTIL
THEY START [OOKING RIGHT.

Source: https://xkcd.com/1838/

11 Internet of Shit Retweeted

g Computer Facts Vv
W@ (@computerfact
concerned parent: if all your friends
jumped off a bridge would you
follow them?
machine learning algorithm: yes.

2:20 PM - Mar 15,2018



Agenda

4\ Machine learning introduction

Supervised machine learning models

— Predicting fuel economy (Regression)

— Human activity learning (Classification)

Feature extraction and feature selection

Unsupervised learning (optional)

Working with big data (optional)

Deploying Machine Learning Algorithms
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Machine Learning is Everywhere

& : o
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use optimization ) (Pred Maintenance) Allocation Aberdeen
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https://www.mathworks.com/company/newsletters/articles/detecting-oversteering-in-bmw-automobiles-with-machine-learning.html
https://www.mathworks.com/company/user_stories/horizon-wind-energy-develops-revenue-forecasting-and-risk-analysis-tools-for-wind-farms.html
https://www.mathworks.com/company/user_stories/asml-develops-virtual-metrology-technology-for-semiconductor-manufacturing-with-machine-learning.html
https://www.mathworks.com/company/user_stories/buildingiq-develops-proactive-algorithms-for-hvac-energy-optimization-in-large-scale-buildings.html
https://www.mathworks.com/company/user_stories/aberdeen-asset-management-implements-machine-learning-based-portfolio-allocation-models-in-the-cloud.html
https://www.mathworks.com/company/user_stories/cognizant-speeds-customer-churn-analysis-for-telecom-service-provider.html
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What is Machine Learning?
Ability to learn from data without being explicitly programmed
Solution is too complex for hand written rules or equations

E.a =) Hello! t learn complex non-
| linear relationships

Speech Recognition Object Recognition Engine Health Monitoring

Solution needs to adapt with changing data

Al = ,_;({ e AR update as more data
Cesliag— Y = e becomes available
Weather Forecasting Energy Load Forecasting Stock Market Prediction

Solution needs to scale

learn efficiently from

L___J H very large data sets

loT Analytics Taxi Availability Airline Flight Delays



https://app.highspot.com/embedded_content/1a410e5f23bc1bca5e1d8b573c507ab25bdf0bd3?overlay=true
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Types of Machine Learning

Type of Learning Categories of Algorithms
Objective:
Regression :
_ J Easy and accurate computation of day-
Supervised ahead system load forecast
Learning
Develop predictive Classification esooﬁ casues | |
i model based on both S eoof
MaChl_ne input and output data Nl
Learning 3 zzz
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Types of Machine Learning

Type of Learning

Categories of Algorithms

Regression

Supervised
Learning

Machine
Learning

Develop predictive
model based on both
input and output data

Classification

4\ MathWorks

Objective:
Train a classifier to classify human
activity from sensor data

Data:

Inputs 3-axial Accelerometer
3-axial Gyroscope

Outputs k }m L& ,ﬁ\ -
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Types of Machine Learning

Type of Learning Categories of Algorithms
Objective:
Regression _ _
_ Given data for engine speed and
Supervised hicl d. identi lust
Learning venicie speed, Iden |fy clusters
Develop predictive Classification a0 rt:'wanr Sllalectlonfor Engine and Vehicle ﬁpeeds |
) model based on both 1st
Mach '_ne input and output data 70 ¢ ::: -
Learning . ath
&or 5th | -

cth
[
L]

Vehicle Speed (MPH)
P
S

Unsupervised . a0}
: Clustering
Learning n| :
TR
o g
10 .3t #ﬂ: e
:&‘hﬁ' "
Discover an internal b ™ - . ! ! . .
representation from 1000 1500 2000 2500 3000 3500 4000 4500 5000

input data onIy Engine Speed (RPM)



Agenda

= Machine learning introduction

Supervised machine learning models

‘\ — Predicting fuel economy (Regression)

— Human activity learning (Classification)

Feature extraction and feature selection

Unsupervised learning (optional)

Working with big data (optional)

Deploying Machine Learning Algorithms
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Let’s try it out!

Exercise: Predicting Fuel Economy
In folder 01-RegressionModels




“essentially, all models are wrong,
but some are useful”
— George Box
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Agenda

= Machine learning introduction

Supervised machine learning models

— Predicting fuel economy (Regression)

4\ — Human activity learning (Classification)

= Feature extraction and feature selection
= Unsupervised learning (optional)
= Working with big data (optional)

= Deploying Machine Learning Algorithms

&\ MathWorks
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Machine Learning Workflow

Access and Explore Develop Predictive Integrate Analytics with
Preprocess Data
Data Models Systems

f N f N , A} s N
Files Noisy Data Model Creation Desktop Apps
Databases Data Transformation Parameter Enterprise Systems
E sl Optimization MATLAB excel
=) ’ e J wna C/CL
Sensors Feature Extraction Model Validation Embedded Devices
» &> Dr = ‘;-__;:::::'e“i (= >
- EEW Roccs § | > |
% s AN s A" ry AN g
« Data Diversity « Data specific processing + Many different models  Different end users
« Data clean up » Feature Extraction * Model tuning « Different target platforms
« Working with big data + Feature Selection « Computationally intensive <« Different Interfaces

15



Let’s observe!



http://archive.ics.uci.edu/ml/datasets/Human+Activity+Recognition+Using+Smartphones
https://app.highspot.com/embedded_content/053489731a2a96d4ea588ed2aedf2c81eef91686?overlay=true

Samples
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Signal Buffering - Simple Example

Buffer 2

/a

X

B
B
B :
B

Buffer 1

n n Buffer 3

How often do we need to predict?
 Every 2samples (Ex. :64 samples))

How many data points do we need to predict?

*  Need 4 samples (Ex.: 128 samples))

«  Create overlapping buffers of 4 points (Ex. : 64 samples))
Compute features (e.g. mean) on each buffer

17



Let’s try it out!

Exercise:
humanActivityClassification.mlx
In folder 02-ClassificationModels



http://archive.ics.uci.edu/ml/datasets/Human+Activity+Recognition+Using+Smartphones

Hyperparameter Tuning

A

Important parameter

Standard:
Grid Search

o

Unimportant parameter

Better:
Random Search

& MathWorks

o

Best:

4\ Classification Learner - Confusion Matrix

Bayesian Optimization

Bayesian model indicates impact of change

Model picks “good” point to try next

Much more efficient!

Scale to multi-cores (using PCT) for larger datasets

~

Now available inside
the (Classification/

CLASSIFICATION LEARNER VIEW
o T
BEn

New Feature PCA  Misclassification
Session ¥ Selection Costs

FILE FEATURES OPTIONS
Data Browser
¥ History

1 Tree Ad
Last change: Disabled PCA
2 SVM Ag
Last change: Linear SVM
3 Ensemble Ad

Last change: Bagged Trees

4 KNN [ A¢

Last change: Fine KNN

5 KNN [ Al

Regression) Learner

GET STARTED

O app as “Optimizable”
i Qui(il_lTo,m All All Linear mOdel

DECISION TREES

Fine Tree Medium Tree Coarse Tree

Tree

DISCRIMINANT ANALYSIS

Linear Quadratic All Optimizable
Discriminant Discriminant  Discrimina... Discriminant
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Agenda

= Machine learning introduction

Supervised machine learning models

— Predicting fuel economy (Regression)

— Human activity learning (Classification)
‘\ Feature extraction and feature selection
= Unsupervised learning (optional)
= Working with big data (optional)

= Deploying Machine Learning Algorithms

&\ MathWorks

20



Feature Engineering

Using domain knowledge to create features for machine learning algorithms

4\ MathWorks

“... is the art part of data science”

Feature transformation: high dimensionality Sergey Yurgenson

(Kaggle Master) '®

Feature selection: subset of relevant features

Possible feature engineering ideas:
— Additional statistics — PCA, NCA etc.

— Signal Processing Techniques — power spectral
density, wavelets etc.

— Image Processing Techniques — bag of words, pixel
intensity etc.

— Get creative!

Power/frequency (dB/Hz)

-100

Power Spectral Density Comparison

40

Walking

WalkingUpstairs | |

20 [

0 1 2 3 4 5 6 7 8
Freauency (H#)

9 10 21



Let’s try it out!

Exercise: featureEngineering.mix
In folder 03-FeatureEngineering




Automated Feature Generation with Wavelet Scattering

Wavelet Scattering Framework [Bruna and Mallat 2013]
— Automatic Feature Extraction
— Great starting point if you don’t have a lot of data
— Reduces data dimensionality and provides compact features

Scattering Q @ Features E§j Classifier
Min. Signal Framework

Length

Additional Resources:
— Wavelet scattering for ECG [doc example]
— Applying Deep Learning to Signals [3 min video]
— Blog about Wavelet scattering on towardsdatascience.com

&\ MathWorks
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https://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=34
https://www.mathworks.com/help/wavelet/examples/ecg-signal-classification-using-wavelet-time-scattering.html
https://aem-auth-prod.mathworks.com/content/mathworks/blueprint/default/videos/deep-learning-for-signals-1569564593769.html
https://towardsdatascience.com/a-convnet-that-works-on-like-20-samples-scatter-wavelets-b2e858f8a385

Diagnostic Feature Designer App
Predictive Maintenance Toolbox R2018b and R2019a

Extract, visualize, and rank
features from sensor data

Use both statistical and dynamic
modeling methods

Work with out-of-memory data

Explore and discover techniques
without writing MATLAB code

& MathWorks

4\ Diagnostic Feature Designer - Power Spectrum: pressure_ps/Data

r Fiering & Averaging v @. @ E:E
DO dH & a4 B 8 ¥
- [2J Residue Generation >
T e e = ol e Pl
Session Session Data~ Table View  Trace Options [ Spectral Estimation ¥ Fegtures~ Features  Features~  ~
FILE PLOT. | COMPUTATION | DATA PROCESSING | FEATURE GENERATION | RANKING | EXPORT |
Data Browser

' Signals & Spectra

® J Power Spectrum: pressure_ps/Data =

Fid flow/Data

[ pressure/Data
flow_ps/Data
flow_ps_1/Data
pressure_ps/Data

¥ Feature Tables.

Features:

flow_stats/Data_Mean

flow_stats/Data_ClearanceFactor
flow_stats/Data_CrestFactor
flow_stats/Data_lmpulseFactor
flow_stats/Data_Kurtosis

flow_stats/Data_Peakvalue

v Datasets
(] Ensemblet

Power (dB)

Power Spectrum

pressure_ps/Data:Member 155;

faulCod

111
aX=112.03.685|
av= 35

50 100 250
Frequency (Hz)
| Histogram: FeatureTablel | | Feature Ranking: FeatureTablel |
[ pre..ts/Data_SNR pro...5/Data_SINAD pro. ts/Data_RMS [ Features Sorted by Importance
—_—— Feature One-way ANOVA
] Zod z o ts/Data_RIS 1269504 A
H 3 Fos pre..taData_RUS 1245145
£0s 20o g pre..sData_tican 1242274
flo.ts/Data_inean 1181523
pre...ccData_Peakampt 105479
4 3 - T flo..cciData_Peakamp1 1017428
pre..ts/Data_Mean pre.. /0| F) pcen fo...s/Data_CrestFactor 74,1850
flo...s/Data_impulseFactor 717221
N N flo.tsData_GlearanceFactor 69,691
= H o, tsData_THiD
EOS EO 1 fl...eciData_PeakAmp3. 85.4610
g g re...tsiData_THD 63488
pre..tsData_CrestFactor 619232
7285 720 7205 73 7305 731 7315 G2 1m 124 25 3 N pre...ts/Data_impulseFactor 518776
pre...As/Data_ImpulseFactor pre. 4s/Data_CrestFactor pre..tslData_ClearanceFactor jpre...ts/Data_ClearanceFactor 1004
jre...ecDeta_Peakamp3 sag58e
04 pre...ccData_Peakamp2 479822
Zo4 o, ecmata_Peakamsz ssormt
Eoz flo...ts/Data_SNR 37.7644
g jre...tsiData_SIR a7.5%68
o1 < >

1007 1008 1.009
Previous | Next

1) Histogram for "FeatureTablel” feature table is in focus.

101

1011 1012

1007 1008 1009 101 1011 1012

1007 1008 1009 101 1011 1012

24
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What have we discussed so far...

Fundamentals of machine learning

Various machine learning models for classification and regression

Optimizing models leveraging hyperparameter tuning and feature selection

Advanced signal processing and feature extraction technigues

25
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Beyond traditional Machine Learning: Deep Learning

Machine Learning

Deep Learning

Neural Networks
with many Hidden
Layers

Learns directly from data

More Data = better model
Computationally Intensive
Not interpretable

Machine Learning

I CARv
I MANUAL FEATURE EXTRACTION CLASSIFICATION
‘ { TRUCK X
a MACHINE LEARNING
- = SH .
\ BICYCLE X )

Deep Learning

CONVOLUTIONAL NEURAL NETWORK (CNN) CAR V

2%

Fi}’f’ TRUCK X

BICYCLE X

26



Beyond Machine Learning: Reinforcement Learning

[ Machine Learning }

4 N [ )
Unfggriri\gsed Supervised Learning Reifég:z?r:gent
[No Labeled Data] [LElelEe [RELE] [Behavior]
N U\l J
) | P | [ |
| Clustering ] \Classification }[ Regression ) CDJ;LSIL?ZZ Control)

-

Deep Learning

|

Resources, sessions, workshops and training available

Reinforcement learning:

Learning through trial & error
[interaction data]

Complex problems typically
need deep learning

It's about learning a behavior
or accomplishing a task

4\ MathWorks
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Agenda

= Machine learning introduction

Supervised machine learning models

— Predicting fuel economy (Regression)

— Human activity learning (Classification)

= Feature extraction and feature selection
‘\ Unsupervised learning (optional)
= Working with big data (optional)

= Deploying Machine Learning Algorithms
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Clustering

What is clustering?

Segment data into groups,
based on data similarity

Why use clustering?
— ldentify outliers
— Discover patterns of interest

How is clustering done?
— Can be achieved by various algorithms
— Itis an iterative process (involving trial and error)

1.—.
0.9~ a,
+ T
0.8 n
L
0.7} S i +
B ﬁ-%ft@f +
++ & :
0.6/~ g
B
0.5~
- -+
044'_- ‘H-:' iﬁi" ()
i of
0.3 # ﬂ&; . 4
-4 B 4+

i e
0.2} R

i ot

+ + Q.
0.1~ 0%,
ot %@{jf@-f
O' r L r
0.1 0 0.1 0.2 0.3 0.4 0.5

|
0.6
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Principal Components Analysis (PCA)

Score on PC 2

PC 2

PC 1

Variable 2

Variable 1

~—Residual

Score on PC 1

4\ MathWorks
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Let’s try it out!

Exercise: clusteringHumanActivity.mix
In folder 04-UnsupervisedLearning




Agenda

Machine learning introduction

Supervised machine learning models

— Predicting fuel economy (Regression)

— Human activity learning (Classification)

Feature extraction and feature selection

Unsupervised learning (optional)
‘\ Working with big data (optional)

= Deploying Machine Learning Algorithms
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Big Data in MATLAB: Tall Arrays

Extends the “array” data type to out-of-memory
— Use like a regular (in-memory) array in supported functions
— (With some setup) Scales processing to clusters with Spark

Applicable when:
— Data is columnar — with many rows
— Overall data size is too big to fit into memory
— Operations are mathematical/statistical in nature

Hundreds of functions supported in MATLAB and
Statistics and Machine Learning Toolbox

4\ MathWorks

Machine i

— Memory i

Tall Data

33
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Big Data Without Big Changes

One file One hundred files
Access Data Access Data
measured = readtable('PumpData.csv'); measured = datastore('PumpData*.csv');
measured = table2timetable(measured); measured = tall(measured);
measured = table2timetable(measured);

Preprocess Data Preprocess Data

Select data of interest Select data of interest

measured = measured(timerange(seconds(1),seconds(2)),:) >
measured = measured(timerange(seconds(1l),seconds(2)),:)

Work with missing data Work with missing data
measured = dililmissing(measured, "1inear); measured = fillmissing(measured, 'linear’);
Calculate statistics Calculate statistics

m
S

mean(measured.Speed) ;
std(measured.Speed) ;

mean(measured.Speed) ;
std(measured.Speed) ;

w
i n

[m,s] = gather(m,s);

34



Let’s try it out!

Exercise: predictDriverTip.mlx
In folder 05-BigData




Agenda

Machine learning introduction

Supervised machine learning models

— Predicting fuel economy (Regression)

— Human activity learning (Classification)

Feature extraction and feature selection

Unsupervised learning (optional)

= Working with big data (optional)

‘\ Deploying Machine Learning Algorithms
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Let’s observe!
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Summary:. Complete Machine Learning Workflow

Access and Preprocessin Feature Model Integrate
explore data P g Engineering Training Analytics

/\

- N
Y TT— TS e PR MATLAB

j : EMBEDDED HARDWARE ENTERPRISE SYSTEMS
nrhagece Bwee f ‘v‘l‘\‘ “J“‘ Y \ = =
U
®

s C/C++ Code Generation and

Datatypes and tools for missing data, _ _
Enterprise IT Integration

\ outliers, time-alignment, etc. ) \_

Import - AoscaionMATUAB R20Y35.300%o0en matetemon Duages Cor h__’ - z
4 " X o tfu- = ARsimMane
e B e S Hu
Ty

eoe -,
Fde (&t View et Tosls Dewitop Window el
Joe QDB &
- — . - —r— DN
S ———— 'r

Text files, spreadsheets, databases, binary Domain-specific techniques for _
files, data feeds, web, cloud storage | | Signals, Images, Video, Audio, and Text g Automated Parameter Tuning ) 38
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Where to go from here?

= Finish what you didn’t get to - Continue exploring:
— Keep using MATLAB Online: https://matlab.mathworks.com (but no GPU!)
— Your existing desktop MATLAB license (but need to copy content)

« Where to find content? MATLAB Drive drive.matlab.com (250MB)
= Apply this to YOUR work

Don’t Forget:
= Fill out feedback (on back of your setup instructions)

&\ MathWorks
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https://matlab.mathworks.com/

Resources

Machine Learning Intro Tech talks

Machine Learning with MATLAB:
— Qverview
— Cheat sheet
— Introductory eBook
— Mastering Machine Learning eBook
— Try the Classification Learner App in a browser

Deep learning onramp course

4\ MathWorks

41


https://www.mathworks.com/videos/series/introduction-to-machine-learning.html
https://www.mathworks.com/content/dam/mathworks/fact-sheet/machine-learning-quick-start-guide.pdf
https://www.mathworks.com/campaigns/offers/machine-learning-with-matlab.html
https://www.mathworks.com/campaigns/offers/mastering-machine-learning-with-matlab.html
https://www.mathworks.com/campaigns/offers/machine-learning-try-in-browser.html
https://matlabacademy.mathworks.com/R2017b/portal.html?course=deeplearning

&\ MathWorks’

|
AMathWOI‘kS® can help you do Machine Learning

Free resources: More options:

— Guided evaluations with a — Technical support
MathWorks machine learning — Advanced customer support
engineer — Installation, enterprise, and

— Proof-of-concept projects cloud deployment

— Seminars and technical deep — Consulting services
dives

— Machine/Deep Learning Paid
— Hands-on Workshop for Deep or Training

Reinforcement Learning workshop

42
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Accelerating the pace of engineering and science
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