
1© 2021 The MathWorks, Inc.

WORKSHOP: Parallel Computing with MATLAB (Part II)

Raymond Norris

Application Engineer, MathWorks

July 21, 2021



2

Agenda

▪ Part I – Parallel Computing with MATLAB on the Desktop

– Parallel Computing Toolbox

– MATLAB Online

▪ Part II – Scaling MATLAB to Compute Canada clusters

– MATLAB Parallel Server

– VNC

https://docs.computecanada.ca/wiki/MATLAB
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Scaling MATLAB to Compute Canada clusters

▪ Accessing and running MATLAB on local HPC clusters

▪ Running parallel and multi-node MATLAB jobs
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A note about today’s workshop…

▪ The workflow and examples are about process, not performance
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Accessing and running MATLAB on local HPC clusters (1)

▪ Two options

– ssh

▪ Command line interface

▪ Useful for either low-bandwidth or automation

– VNC

▪ Graphical interface

▪ https://docs.computecanada.ca/wiki/VNC

https://docs.computecanada.ca/wiki/VNC
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Connect to Compute Canada resources

Cedar

Graham

Beluga
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Start VNC session
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Create SSH tunnel
MUST KEEP THIS SSH SESSION CONNECTED
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Open VNC session

Port from SSH tunnel VNC password,

not cluster password
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Start MATLAB
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Start MATLAB
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Parallel MATLAB – Single Node
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Parallel MATLAB – Multi-node (1)

▪ In order to run a multi-node MATLAB job, MATLAB will generate and submit 

a new Slurm job

– Executed during any “job launcher”

▪ parpool, batch, createJob

– Run asynchronously while MATLAB session is running, except parpool

– True regardless if we’re running MATLAB desktop or a Slurm job script

▪ Need to generate a new profile for Compute Canada cluster

MATLAB “outer job”

Parallel “inner job”
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local profile

“How does MATLAB know about

Compute Canada clusters?”
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MATLAB Support Package for Compute Canada

▪ The MATLAB Support Package for Slurm can be found only all three 

clusters in

/home/rsnorris/Public/matlab

% cp –frp /home/rsnorris/Public/matlab ~

▪ Plan is to eventually move it to $matlabroot and update Compute Canada 

MATLAB wiki page
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Configure MATLAB to create a Compute Canada profile

Minimum

requirements
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New Compute Canada profile

Only call configCluster once
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Parallel MATLAB – Multi-node (2)
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Where is the scaling?
If there are 3x 

more workers than a 

local pool, why did 

it take the same 

amount of time?`
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Download workshop files
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Change directories to workshop
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Exercise: Calculate 𝜋
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Calculate 𝜋
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Results
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Other settable job properties (1)
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Other settable job properties (2)

▪ AccountName

▪ Constraint

▪ EmailAddress

▪ GpuCard

▪ GpusPerNode

▪ MemUsage

▪ Nodes

▪ ProcsPerNode

▪ RequireExclusiveNode

▪ WallTime
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GPUs
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Start pool with GPU node
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Tesla V100
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calc_mandelbrot
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mandelbrot_example
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GPU example – FFT (1)
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GPU example – FFT (2)

Why did the GPU 

code run faster 

the 2nd time?
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Submit single-node job & multi-node job

matlab-single-node.slurm matlab-multi-node.slurm

If we’re running a 

multi-node job, why 

did we only request 

1 core? Why are we 

asking for more 

walltime for a 

multi-node job?
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Single-node job (1)



38

Single-node job (2)
How many MATLAB 

processes are 

running? 19? 

20? 21?
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Multi-node job (1)
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Multi-node pool of workers (2)
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Wait.  What about Cedar and Graham? . . .

▪ Cedar and Graham* operate the same way (i.e., calling configCluster)
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Wait, Wait.  What about running MATLAB on my local desktop?
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Remote Submission
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Fetch results / diary
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Getting Prior Results – Job Monitor


